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Introduction

In the recent years, significant work has been done in the field of Deep Reinforcement
Learning, to solve challenging problems in many diverse domains. One such example,
are Policy gradient algorithms, which are ubiquitous in state-of-the-art continuous control
tasks [12]. Policy gradient methods can be generally divided into two groups: off-policy
gradient methods, such as Deep Deterministic Policy Gradients (DDPG) [1], Twin Delayed
Deep Deterministic (TD3), Soft Actor Critic (SAC) [11] and on-policy methods, such as
Trust Region Policy Optimization (TRPO) [2].
However, despite these successes on paper, reproducing deep RL results is rarely straight-
forward [5]. There are many sources of possible instability and variance including extrinsic
factors (such as hyper-parameters, noise-functions used) or intrinsic factors (such as ran-
dom seeds, environment properties).

In this project, we perform two different analysis on these policy gradient methods:
(i) Reproduction and Comparison: We implement a variant of DDPG, based on the origi-
nal paper [1]. We then attempt to reproduce the results of DDPG (our implementation) and
TD3 [3] and compare them with the well-established methods of REINFORCE and A2C.
(ii) Hyper-Parameter Tuning: We also, study the effect of various Hyper-Parameters(namely
Network Size, Batch Sizes) on the performance of these methods.

Prerequisites

The Policy Gradient Theorem[11] states that: The derivative of the expected reward is the
expectation of the product of the reward and gradient of the log of the policy πθ. Generally,
Policy Gradient methods optimize:-

ρ(θ, s0) = Eπθ [

∞∑
t=0

γtr(st|s0)]

Here st represents a trajectory, while r(st) represents the reward obtained from that trajec-
tory. Using the policy gradient theorem:-

δρ(θ, s0)

δθ
=

∑
s

µπθ(s|s0)
∑
a

δπθ(a|s)
δθ

Qπθ(s, a).

REINFORCE uses Monte-Carlo updates for the Policy parameter updates. Hence, the re-
ward for the trajectory, r(st) is replaced with G(t), the return.
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Actor Critic methods use neural networks for both Actor and Critic. The “Critic” estimates
the value function. The “Actor” updates the policy distribution in the direction suggested
by the Critic (such as with policy gradients).

i. Deep Deterministic Policy Gradients (DDPG)

DDPG uses actor-critic methods which estimate Q(s, a) and optimize a policy that maxi-
mizes the Q-function based on Monte-Carlo updates. DDPG does this using deterministic
policies, and is essentially an extension of DPG[10] with the addition of Neural Networks.
Here, the Q-function, describes the expected return after taking an action at in state st and
following policy π being maximized. For deterministic policies, expectation depends only
on the environment. Using this and the Bellman equations, we get:-

Qµ(st, at) = Ert,st+1∼E [r(st, at) + γQµ(st+1, µ(st+1))].

This update is applied to Q-Learning[11], which uses the Greedy Policy µ(s) = argmaxaQ(s, a).

Given function approximators parameterized by θQ, the loss by being minimized is given
as:-

L(θQ) = Ert∼E [(Q(st, at|θQ)− yt)2]

Where,
yt = r(st, at) + γQ(st+1, µ(st+1)|θQ).

ii. Twin Delayed Deep Deterministic Policy Gradients (TD3)

TD3 maintains a pair of critics along with a single actor, at an attempt to reduce func-
tion approximation error. For each time step, the pair of critics are updated towards the
minimum target value of actions selected by the target policy:

yt = r(st, at) + γEε[Qθ′(s
′, πφ′(s

′) + ε)]

yt = r(st, at) + γ mini=1,2 (Qθ′(s
′, πφ′(s

′) + ε)).

Here, ε denotes noise, sampled as a Gaussian distribution with mean 0, and variance of σ.

ε ∼ clip(N(0, σ)− c,−c)

Experiments and Analysis

We evaluate the DDPG, TD3 and A2C algorithms on continuous control environments
from the OpenAI Gym benchmark [7], using the MuJoCo physics simulator [8]. We demon-
strate the results on four environments: Hopper (S ⊆ R20, A ⊆ R3), Inverted Pendulum (S
⊆ R20, A ⊆ R2), Half-Cheetah (S ⊆ R20, A ⊆ R6) and Pendulum-v0.
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(i) Hyper-Parameter Analysis

We run these experiments for 5000 episodes, with 200 steps i.e., 1e6 total steps and average
all results across 5 runs. The hyper-parameters that we investigate are: policy network
architecture and batch size.
The default hyper-parameters used are: a Network architecture of (100,50,25) with ReLU
activations for a Gaussian Multilayer Perception Policy [8], actor-critic learning rates of 1e3
and 1e4, a step size of 0.01, and a reward scale of 0.1.

a) Network Architecture

The Policy network architecture can provide extra information storage. Thus, it plays an
important role in the maximum reward achieved by the algorithm. We investigate three
multilayer perceptron (MLP) architectures commonly seen in the literature: (64, 64), (100,
50, 25), and (400, 300).
The results can be seen in Figures 1 and 2. Figures 1a and 2a show that varying Network
Sizes can significantly change the performance of both algorithms, on the Half-Cheetah en-
vironment. However, on the Hopper environment, there is no clear winner. The Network
Size of (400, 300) significantly outperforms both (64, 64), (100, 50, 25) for Half-Cheetah, and
hence will be used for Comparison Studies.

Figure 1: DDPG for different Network Sizes for Half-Cheetah and Hopper

Figure 2: TD3 for different Network Sizes for Half-Cheetah and Hopper
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b) Batch Sizes

To make efficient use of hardware optimizations, it is essential to learn in mini-batches,
rather than online. The actor and critic updates are made by sampling a mini-batch uni-
formly from the replay buffer. Hence, batch sizes play an important role in the perfor-
mance of these algorithms. We investigate three batch sizes: 128, 64 and 32.
The results in Figures 3 and 4 show that significant improvements can be made by increas-
ing batch size to 128. However, there isn’t much difference in 32 and 64 batch sizes for both
algorithms and environments. Hence, we use a batch size of 128 in Comparison Studies.

Figure 3: DDPG for different Batch Sizes for Half-Cheetah and Hopper

Figure 4: TD3 for different Batch Sizes for Half-Cheetah and Hopper

(ii) Comparison of Policy Gradient Algorithms

We compare the performance of DDPG, TD3 and A2C on the above mentioned OpenAI
Gym environments. We use Average Rewards as the metric for testing performance, as it
was used in the initial paper, and is common in the literature. As is visible from Figure
7 (Appendix), A2C severely out-performs REINFORCE in the CartPole environment, as it
converges much faster.
As can be seen in Figure 5, DDPG and TD3 perform equally as well, and outperform A2C
in the Pendulum environment. In the Inverted Pendulum environment, DDPG performs
the best, with TD3 in second place, as there seems to be a lot of variance in the average
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returns. In the environment Hopper, the TD3 significantly outperforms DDPG and A2C.
DDPG seems to be getting better, however, the convergence rate of TD3 is much faster.
In Half-Cheetah, the policy gradient methods DDPG and TD3 perform similarly, whereas
A2C performs the worst. A2C performs the worst in all environments compared to DDPG
and TD3, which is expected.

Figure 5: Comparison of DDPG, TD3 and A2C for Half-Cheetah and Hopper

Figure 6: Comparison of DDPG, TD3 and A2C for Pendulum and Inverted Pendulum

Discussion and Conclusions

Our analysis shows that Half-Cheetah is more susceptible to performance variations from
hyper-parameter tuning, while Hopper is not. This could be due to differences in stability,
dynamics in the environments themselves. This result is consistent with other similar
studies ([5], [9]). The network size of (400, 300) and the batch size of 128, gives the best
results by far for Half-Cheetah, whereas there is no clear winner for Hopper.
From the comparison studies, it can be concluded that both DDPG and TD3 outperform
A2C in all the four environments/tasks. TD3 performs overall better than DDPG, however,
in most cases it is very subtle, with the exception of Hopper. DDPG is more stable than
TD3 in Inverted Pendulum. Therefore, TD3 and DDPG are almost equally matched (with
TD3 being better in some scenarios), and both outperform A2C in all environments.

5



Statement of Contribution

This project was completed with equal division of efforts and contribution of both the
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Appendix

REINFORCE algorithm is almost always outperformed by Actor-Critic methods such as
A2C. This can be seen as an example on OpenAI Gym[7] environment CartPole-v0 in Fig-
ure 7. Hence, for the comparison with DDPG and TD3, we ignore REINFORCE and use
A2C as a baseline.

Figure 7: Average Steps to Convergence of REINFORCE vs A2C for CartPole
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